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Abstract 
Using examples from international law, the authors demonstrate the usefulness of prag-
matics in studying legal interpretation. In order to do this, they draw on Relevance Theory as 
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shows how it can be employed to better explain interpretive processes in international law. 
Procedural meaning occurs in, among others areas, connectives such as “and” and “or”. 
These connectives frequently appear in the provisions of international treaties. Examples of 
substantive and procedural norms in international treaties illustrate how procedural mean-
ing plays a central role in interpretation. The article also reveals how interpreters of law are 
generally unaware of the influence of procedural meaning on their interpretive decisions. 
 
Keywords 
international law, legal interpretation, linguistics, pragmatics, Relevance Theory, conceptu-
al meaning, procedural meaning 

 
Submitted: 29 January 2018, accepted: 2 July 2018, published online: 17 July 2018 
  

                                     
* Smolka: Translator and linguist, jenniferjanesmolka@gmail.com; Pirker: Senior Lecturer, Institute for Eu-

ropean Law, University of Fribourg (Switzerland), benedikt.pirker@unifr.ch. The authors would like to thank 
the participants of the 2017 ILLA Conference in Freiburg, Germany, the editors of this journal and the two 
anonymous reviewers for their helpful comments on earlier versions of this paper. 

http://www.languageandlaw.de/
http://dx.doi.org/10.14762/jll.2018.117
mailto:jenniferjanesmolka@gmail.com
mailto:benedikt.pirker@unifr.ch


Smolka & Pirker, International Law, Pragmatics and  . . .  Meaning JLL 7 (2018): 117–141 

DOI:  10.14762/jll.2018.117 118 
 

1. Introduction 

In earlier articles, we have argued in favour of integrating pragmatics into the study of 
international law using the tools of linguistics and language studies (Smolka & Pirker, 
2016; Pirker & Smolka, 2017). This paper intends to draw on this approach by using a 
conceptual distinction taken from pragmatics to explain processes of international 
law. The distinction between conceptual and procedural meaning does not typically 
take centre stage when lawyers consider questions of interpretation. Arguably, howev-
er, an understanding of the ordinary meaning of terms that lawyers look for during the 
interpretation of legal norms can be useful. 

To substantiate this hypothesis, we first introduce Relevance Theory. Second, we 
explore in detail the distinction between conceptual and procedural meaning. Third, 
we focus on two words, “and” and “or”, which occur frequently in international legal 
texts. This frequency suggests that they are highly relevant in international law. We 
analyse whether these words contain procedural meaning. Based on our findings, we 
then examine a number of examples in international law to test our claim that proce-
dural meaning is relevant to interpretation in international law. We focus on “and” 
and “or” in their function as connectives in non-negated sentences. More precisely, we 
examine examples where “and” conjoins and “or” disjoins parts of sentences such as 
nouns, verbs, and adjectives. 

2. Relevance Theory 

Within the discipline of linguistics, there are ongoing “border wars” relating to the 
question of where semantics ends and pragmatics begins; these debates concern the 
“division of labour” between semantics and pragmatics in understanding the meaning 
of words and sentences (Börjesson, 2014). Relevance Theory is a particular approach to 
pragmatics. As will be shown, it also faces certain criticism and should thus not be un-
derstood as the only possible approach. For the present purposes, however, we will 
base ourselves on Relevance Theory. Therefore, first we will present the theory itself, 
before pointing out some of the criticism that has been raised against it. Relevance 
Theory claims that the pragmatic “side”, which deals with language in use, is much 
richer than the semantic “side”, which deals with the “realm of coded meaning” 
(Walaszweska, 2015: 35). Relevance Theory postulates a model of ostensive-inferential 
communication which combines the perspectives of the speaker (communicator) and 
hearer (addressee) to explain how communication works. The communicator must ex-
plicitly or overtly show a communicative intention to communicate a particular piece 
of information to the addressee (ostension); the addressee then has to infer the piece 
of information (inference, see Zufferey & Moeschler, 2012: 108). Linguistic decoding is 
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put in a position subservient to inference (Walaszewska, 2015: 35). At the same time, 
decoding does not become irrelevant. Verbal comprehension involves an element of 
decoding because an utterance, that is, a word or sentence uttered by a communicator, 
is a linguistically coded piece of evidence. In a relevance-theoretic account, a correct 
interpretation ultimately is a joint product of linguistic information, contextual prem-
ises and deductive processes (Moeschler, 2009: 452). 

Moreover, Relevance Theory holds that meaning is linguistically underdetermined 
as an essential property of natural language (Carston, 2006: 654). An addressee must 
contextually enrich or adjust meaning (Carston, 2013: 12–13) in a variety of ways to in-
fer the communicator’s meaning (Wilson & Sperber, 2006: 613). Utterances have im-
plicit and explicit content. The principle of relevance applies to both in the process of 
utterance interpretation (Walaszewska, 2015: 35). To better understand the difference 
between explicit and implicit meaning, let us look at an example. Peter says to Mary “It 
is four o’clock” and intends to communicate that they will be late for a meeting starting 
at four o’clock. Mary can decode certain elements of Peter’s utterance, for example 
“four o’clock”. Certain explicit elements of the utterance will furthermore require that 
Mary inferentially enriches them to fully understand their meaning. “Four o’clock” 
could be on practically any day, anywhere in the world, but Peter probably intends to 
express that it is 4 o’clock in the afternoon on 10 July 2018 in London. Even if it is (con-
textually) inferred, this content falls on the explicit side of the utterance. There are, 
however, also implicit elements that have to be inferred. Mary can draw inferences 
from Peter’s utterance: She knows that they are to attend a meeting at four o’clock and 
can thus infer from the situational context that Peter is implying that they will be late 
for the meeting (see a more detailed discussion in Pirker & Smolka, 2017: 241 ff.). These 
latter elements of meaning, in turn, fall on the implicit side of the utterance. 

In a relevance-theoretic account, the principle of relevance explains how communi-
cation is achieved. This principle is a feature of human cognition that always aims to 
achieve a maximum of cognitive effects in exchange for a minimum of processing ef-
fort. This feature also applies to communication. The relevance-theoretic comprehen-
sion procedure in communication can be described in the following manner: Follow a 
path of least effort in computing cognitive effects; test interpretive hypotheses in order 
of accessibility; stop when your expectations of relevance are satisfied (for a more de-
tailed account, see Carston, 2013: 28). Positive cognitive effects are a worthwhile dif-
ference to an individual’s representation of the world. This would, for example, be the 
case of a true conclusion (Wilson & Sperber, 2006: 608) or, for lawyers, the establish-
ment of a legally convincing interpretation of a treaty provision (Pirker & Smolka, 
2017: 237). Moreover, communication relies on the human ability to read each other’s 
minds (for more detail, see Moeschler & Auchlin, 2009: 178; Dennett, 1987; Moeschler, 
2009: 453, relying on Baron-Cohen, 1995) in the sense that one forms (fallible) hypothe-
ses of what is happening in the interlocutor’s mind and what he or she intends to 
communicate. 
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In our example, Mary will probably find it unsatisfactory to stop her interpretation of 
Peter’s utterance at the point where he tells her what time it is. Only by drawing addi-
tional inferences, as discussed above, will she reach sufficient positive cognitive ef-
fects, namely a convincing interpretation of Peter’s utterance. This more far-reaching 
interpretation is more likely to satisfy her expectation of relevance. 

To sum up, Relevance Theory aims to build a psychologically plausible, empirically 
testable (Wilson, 2017: 81)1 pragmatic theory of meaning and utterance interpretation 
in context (Sperber & Origgi, 2012: 331). Pragmatics in this sense is viewed as a capacity 
of the mind, a kind of information processing system for interpreting human commu-
nicative behaviour (Carston, 2002: 128–129). Relevance Theory is thus a cognitive 
pragmatic theory and as such takes an individualist (Foster-Cohen, 2004: 289, 294) and 
psychological perspective (Blakemore, 1992: 4). In this sense, Relevance Theory is re-
ductionist, as Relevance theorists consider conventions of language use to be sociolog-
ical or legal questions rather than issues of pragmatics (Reboul & Moeschler, 1998: 172). 
More precisely, Relevance theorists assume that social conventions can be reduced to 
the knowledge about them accessible in the individual’s mind (De Saussure, 
2007: 142).2 This contrasts with other theories in linguistics, such as Speech Act Theory 
and approaches to the study of discourse in a broad sense, which pay close attention to 
social determinations of linguistic behaviour (De Saussure, 2007: 140). It must, howev-
er, be stressed that, put simply, the latter approaches more closely resemble tools for any 
analyst of language rather than a theory or explanation of natural language understanding 
procedures (although some theories following Speech Act Theory aim to bridge the gap 
between the two) (De Saussure, 2007: 145). 

Thus, we attempt to model interpretation in international law with the help of a lin-
guistic theory that does not have a sociological orientation (Blakemore, 1992: 92; cf. 
Curcó, 2011: 37). Other approaches to the young discipline of legal linguistics3 do have 
such an orientation, grounding linguistic rules in social conventions of use, à la Witt-
genstein (Vogel, 2015: 3 ff.). Despite these theoretical differences, the different ap-
proaches are united by a common goal: Making legal interpretation more transparent 
and explicit (Vogel, 2015: 5).  

                                     
1 Relevance Theory uses intuitions as data (Clark, 2013: 334) as well as more and more experimental testing 

(see, for example, Chevallier et. al., 2008: 1742 ff.; Clark, 2013: 338), yet is also open to using, for example, corpus 
data, the most common alternative to intuitions in studying language (Clark, 2013: 334). 

2 “Reduction” may, however, be too strong a term, as it cannot be said that Relevance Theory pays no atten-
tion to the socio-cultural dimensions of language use. In fact, social information is implicit in the relevance-
theoretic notion of “cognitive environment”. Communicators and addressees notice and store any relevant in-
formation about socio-cultural dimensions and about others as they interact with them – as well as about the 
physical context in which they operate or have operated in the past (Foster-Cohen, 2004: 289, 294). Over time, 
they thereby come to recognise features of social class, ethnic identity, power, solidarity, politeness, etc. in indi-
viduals through their communicative behaviour. This information is simply stored in the accessible mental con-
text like any other (Foster-Cohen, 2004: 300). 

3 They often appear to focus more on modelling interpretation in domestic rather than international law, see 
Vogel, 2015: 3–4; Müller, 1994; Busse, 1992; Felder, Müller & Vogel, 2012. 
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Nonetheless, Relevance Theory also faces criticism. According to one account, a num-
ber of crucial distinctions that the theory relies upon are difficult to uphold at a closer 
look. For example, Relevance Theory states that assumptions are processed in a central 
deductive device. This device functions with the help of elimination rules attached to 
logical entries for concepts. However, it remains unclear how these logical properties 
are to be established and separated from other properties (Cummings, 2005: 122–123). 
What is more, Relevance Theory assumes that in the process of deduction the factors 
involved in the comprehension of an utterance can be fully circumscribed. This as-
sumption is, however, cognitively untenable, as there are always wider contextual fac-
tors that contribute to such comprehension processes (Cummings, 2005: 130). Finally, 
the theory’s notion of relevance is normative, as it is fundamentally about better and 
worse representations of reality. In assessing what constitutes a normative concept, 
however, the range of factors that need to be considered is indefinably large. Again, 
Relevance Theory’s deductive device cannot accommodate such a potentially unlimited 
number of factors (Cummings, 2005: 132).  

As in the following sections we will address the relevance-theoretic distinction be-
tween conceptual and procedural meaning, another point of criticism should be men-
tioned. Relevance Theory’s cognitive psychological framework rests on and presuppos-
es a distinction between representation and computation. For this distinction, howev-
er, it would be necessary that the same item of information can only assume either log-
ical or encyclopaedic forms. Relevance Theory, however, cannot convincingly show 
that this is the case. Our overall cognitive functioning, for example with regard to con-
cepts, seems instead to be highly contingent on strategies and problems of the mo-
ment (Cummings, 2005: 123–124).  

It would lead beyond the scope of the present paper and its limited objectives to en-
gage in detail with these arguments. Presently, it is simply suggested that despite its 
shortcomings, Relevance Theory and its distinction between conceptual and procedur-
al meaning can arguably be made fruitful to examine and explain the phenomenon of 
interpretation in international law, keeping in mind and taking into account, where 
possible, the points of criticism raised against the theory. Keeping all this in mind, we 
can thus now turn to the distinction between conceptual and procedural meaning. 

3. Conceptual vs. Procedural Meaning 

A central problem for philosophers of language is the meaning of discourse or sen-
tence connectives such as “and”, “or”, “but” and “therefore” (Escandell-Vidal, Leonetti & 
Ahern, 2011: xvii–xviii). Many frameworks of linguistic investigation have highlighted 
that there is a “division of labour” between semantics and pragmatics regarding the 
meaning of words and sentences. Semantics deals with aspects of meaning encoded in 
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words and sentences (Walaszewska, 2015: 3–4). Pragmatics investigates the processes 
by which such encoded meaning is modified in use (Wilson, 2003: 273). In relevance-
theoretic terms, semantics deals with linguistic knowledge, while pragmatics involves 
more general non-linguistic, psychological principles and processes (Escandell-Vidal, 
Leonetti & Ahern, 2011:xvii). Take the example of a person uttering “Can you pass the 
salt?”. One cannot decode from the uttered sentence or its words whether this sentence 
is to be understood as a request or as a question about one’s ability to pass the salt; ra-
ther, this information has to be inferred – for instance from the context in which this 
sentence is used and/or from one’s world knowledge (Reboul & Moeschler, 1998: 55). An 
addressee who hears (or reads) these words cannot fully understand what is meant 
based solely on “the words in vacuo”. He or she has to look beyond them to decide 
whether he or she is dealing with a request or a question. 

Scholars initially assumed that discourse connectives did not contribute to the se-
mantic meaning of a sentence (Escandell-Vidal, Leonetti & Ahern, 2011: xvii). Take the 
sentence “It’s raining, but the grass is not wet” (emphasis added, see Wilson, 2012: 25). 
Semantic meaning was regarded to be conceptual meaning, that is, encoding a concept: 
think of “wet”, “grass” or “rain”. For instance, the word “grass” encodes a concept GRASS 
which denotes or refers to a herbaceous plant that covers land such as a lawn or pas-
ture. It also comes with general knowledge/beliefs about it, for instance that it is typi-
cally short and of green colour, may be cut and dried and used to feed animals, etc. (cf. 
Carston, 2016: 155). The example illustrates that it is relatively easy to access conscious-
ly the meaning of content words, such as nouns, verbs or adjectives, or at least to para-
phrase them roughly. The same is much harder, and perhaps in many cases impossible, 
to do for function words like conjunctions such as “but” – which are, as the example il-
lustrates, often used as discourse connectives (Carston, 2016: 159).4 It thus appears that 
only content words encode concepts, while function words do not (Carston, 2016: 155). 
For this reason, discourse connectives such as “but” were initially treated as a problem 
of pragmatics rather than semantics (Karttunen, 1974; Stalnaker, 1974; Karttunen & Pe-
ters, 1979; Grice, 1975). 

It has, however, been shown in a relevance-theoretic account that, while some 
words such as discourse connectives do not encode concepts, they do provide a di-
rective or instruction on how the words or sentences they connect are to be deployed 
within the inferential phase of the comprehension process (Carston, 2016: 158). Some 
scholars suggested referring to these directives or instructions as procedural meaning 
(Escandell-Vidal, Leonetti & Ahern, 2011: xviii–xix). According to this now standard 
view in Relevance Theory (Wilson, 2011: 23), procedural meaning indicates the type of 
inference process that the addressee is expected to go through (Wilson & Sperber, 
2012: 158) to arrive at the intended interpretation. It thereby reduces the hypothesis 
                                     

4 If we return to the previous example, “It’s raining, but the grass is not wet”, some might conclude that “but” 
simply indicates a contrast, yet in semantics, there is nothing “simple” about the notion of contrast (Blakemore, 
2002: 99). 
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space that has to be searched (Wilson & Sperber, 1993: 21) and, consequently, the ad-
dressee’s processing effort (Escandell-Vidal, Leonetti & Ahern, 2011: xix). For instance, 
“but” instructs the addressee to activate an inference which results in the contradiction 
and elimination of an assumption (Blakemore, 2002: 100) which is manifest to the ad-
dressee (Blakemore, 2002: 114). In our example, this would be the inferred or manifest 
assumption that if it rains, grass will become wet.  

The description of the meaning of “but” illustrates that discourse connectives be-
long on the semantic side of the semantics-pragmatics distinction. They have arbitrary 
linguistic meanings which cannot be inferred, for example, from world knowledge, but 
have to be learned in the process of language acquisition (Wilson, 2012: 25) – just as 
one has to learn which word goes with which concept (Wilson, 2011: 10).5 This means 
that any uttered sentence can contain not only one but two types of encoded meaning: 
conceptual and procedural meaning (Wilson & Sperber, 2012: 150). 

We have now established that Relevance Theory argues that there is a distinction 
between conceptual and procedural meaning and that function words such as dis-
course connectives have encoded semantic meaning of the procedural type. However, 
the original account of Relevance Theory that suggested that a given linguistic form 
could only have either conceptual or procedural meaning, but not both (Carston 
2002: 255–256) has been challenged by others (Frasier, 2006; Hussein, 2008). It has thus 
been found that most, if not all discourse connectives have some conceptual besides 
their procedural content (Mauri & van der Auwera, 2012: 383).  

The next section will show that if we look more closely at the examples of “and” and 
“or”, we discover that that there is no clear-cut conceptual-procedural distinction be-
tween content and function words. Depending on the perspective, some function 
words have conceptual or procedural meaning.  

4. The Examples of “And” and “Or” 

In this paper, we focus on the relevance of the meaning of two sample discourse con-
nectives – “and” and “or” – for interpretation in international law because these two 
words seem to occur very frequently in international legal documents such as treaties. 
Based on the previous section, one might be tempted to infer that “and” and “or” are 
function words used as discourse connectives and should, therefore, have procedural 
meanings. As we will show here, however, things are more complex. These two func-

                                     
5 In other words, one has to distinguish between inferential processes which appear to be ruled by general 

pragmatic principles, such as the principle of relevance, and those that seem to be governed by specific rules 
triggered by words with procedural meaning. It may well be that many of the procedures set off by procedural 
expressions look like general cognitive operations, but still their natural language triggers are as arbitrary as any 
other language encoding (Curcó, 2011: 46). 
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tion words are generally regarded as having conceptual meaning. For our purposes, 
however, one can also make a good case that they have procedural meaning. 

4.1. “And” 

To fully understand the meaning of “and”, we start with the state of the debate on the 
meaning of “and” in semantics and pragmatics in general before turning to the ques-
tion of its conceptual and/or procedural meaning. The attribution to “and” of concep-
tual or procedural meaning is not an easy question; however, the very debate over this 
question provides us with valuable insights on “and”. 

“And” is generally taken to be the natural language counterpart of the operator “&” 
(Blakemore & Carston, 2005: 570), also “∧”, in logic, meaning that the semantic mean-
ing of “and” is regarded as identical to that of the logical operator. “And” therefore has 
only minimal semantics (Blakemore & Carston, 2005: 588): the phrases or sentences 
conjoined by “and” form a single processing unit (Carston, 2002: 250). This is true if 
and only if both of the phrases or sentences conjoined by “and” are true (Blakemore, 
1992: 78). In other words, “and” encodes no more than the co-occurrence of the linked 
sentences or phrases, leaving room for a large number of inferred or pragmatic en-
richments as long as they are compatible with its semantics, that is, when both con-
joined phrases or sentences are true (Mauri & van der Auwera, 2012: 383). 

Although “P & Q” is logically equivalent to “Q & P”, the conjunction can be used to 
convey a pragmatically modified, or enriched (i.e., more informative), meaning (Che-
vallier et al., 2006: 101–102),6 such as a relation of addition, contrast, temporal sequence and 
causation, to name but a few: 

Addition: Mary is tall and left-handed. 

Contrast: Mary is single and pregnant. 

Temporal sequence: Mary married Paul and got pregnant. 

Causation: Mary married Paul and obtained Swiss citizenship. 

The different interpretations can be represented as follows (pragmatically inferred re-
lations in italics, example taken from Moeschler, 2016: 125): 

Addition: Mary is tall and additionally left-handed. 

Contrast: Mary is single but pregnant. 

Temporal sequence: Mary married Paul and then got pregnant. 

Causation: Mary married Paul and because of that obtained Swiss citizenship. 

                                     
6 Contextual information, such as world knowledge, may override semantic information, but this requires 

extra effort, that is, extra inferential work. So, in such cases, the utterance should convey more cognitive effects 
than it otherwise would (Carston, 2002: 233–234). 
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The pragmatic enrichment of the semantic meaning of “and” is justified by the fact 
that it provides an interpretation that meets the addressee’s expectations of rele-
vance (Chevallier et al., 2006: 104). In other words, pragmatic enrichment is justified 
according to the principle of relevance only if the unit conjoined by “and” has cogni-
tive effects over the relevance of each of the conjoined elements taken individually 
(Blakemore, 2002: 106). 

To illustrate the functioning of the principle of relevance with regard to “and”, we 
will take a closer look at the inferred temporal and causal relations. In the example of 
“Mary married Paul and got pregnant”, there is no encoded information telling the ad-
dressee what temporal relations hold between the conjoined phrases or sentences, 
such as “and then”. In this case, a temporal order of events that matches the order in 
which the states of affairs are presented in the conjoined phrases or sentences de-
mands the least cost in terms of processing effort. A sequential reading is further sup-
ported by the fact that the addressee can draw on highly accessible scripts of stereotyp-
ical sequences of events (Carston, 2002: 252). It is widely assumed in cognitive studies 
that frequently experienced actions, events or processes and sequences of events are 
stored in the memory as frames or scripts, here getting married and then founding a 
family (Carston, 2002: 252). In the example of “Mary married Paul and obtained Swiss 
citizenship”, a causal reading seems more relevant – or seems to add more cognitive ef-
fects – than a temporal reading. Work in many areas of cognition demonstrates that in 
our striving to achieve a satisfactory understanding of events in the world we very 
much tend to organise our interpretations in terms of cause-consequence relations 
(Carston, 2002: 237). As temporal contiguity alone is a powerful determinant of per-
ceived causation (Rock, 1983: 137–138), the addressee is likely to draw on highly accessi-
ble causal schemas or knowledge structures, here the fact that marriage to a national 
from a different country very often makes foreign spouses eligible for naturalisation 
(Carston, 2002: 238). 

The examples also provide one of the strongest arguments in favour of a very mini-
mal semantics for “and” and against lexical ambiguity (Blakemore, 1992: 80)7 because, 
as linguistic research shows, the more examples one considers, the more fine-grained 
variations one finds among the connections. Any semantic account would have to al-
low for the encoding of a huge range of different relations, and, where there is lexical 
ambiguity, it would have to allow for the existence of as many different words, each 
encoding one of these relations. To give just one example, there is not only a temporal 
sequence relation, but also one of temporal containment (“We spent the day in town and I 
went to Harrods”) (Carston, 2002: 224–225). Furthermore, to suppose a rich semantics 
or lexical ambiguity for “and” would not explain why, for instance, the same temporal 
containment relation arises when “and” is removed (“We spent the day in town. I went 
to Harrods”) (Carston, 2002: 224–225). In Relevance Theory, this fact can be attributed 

                                     
7 An example of lexical ambiguity would be “bank” which can refer to the riverside or the financial institution. 
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to general cognitive pragmatic principles, such as the search for relevance and re-
course to frames, scripts or schemas. 

At the same time, “and” does not seem to be semantically empty, as one may be 
tempted to conclude from the example of temporal containment. It imposes a number 
of restrictions on the set of possible inferences, such as explanation, evidence, reformula-
tion and certain sorts of elaboration. The latter relations may be inferred from the juxta-
position of clauses, that is, two sentences that simply follow one another (a) but are 
precluded by the presence of “and” (b) (Mauri & van der Auwera, 2012: 384):8 

Explanation: a) Max fell asleep; he was tired. 
 b) Max fell asleep and he was tired. (Blakemore & Carston, 2005: 572) 

Evidence:  a) Jim has a new girlfriend. He goes to NYC every weekend. 
 b) Jim has a new girlfriend and he goes to NYC every weekend. (Carston, 2002: 245) 

Reformulation: a) Language is rule-governed: it follows regular patterns. 
 b) Language is rule-governed and it follows regular patterns. 

Elaboration: a) I met a great actress; I met Vanessa Redgrave. 
 b) I met a great actress and I met Vanessa Redgrave. (Carston, 2002: 247–8) 

These types of relations have in common that they imply separate processing for the 
conjoined sentences. To give an example, if the second sentence is treated as an expla-
nation for the first one, the separate processing of each sentence emerges from the fact 
that an explanation is an answer to a “why”-question; questions and answers are by 
their nature planned as separate utterances, each one satisfying the principle of rele-
vance individually (Blakemore, 1987: 123). One can conclude from this example that the 
above-mentioned relations are precluded if the individual sentences are conjoined 
with “and” because, in the process of interpreting “and”, addressees look for complex 
scripts rather than individual scenarios for each phrase or sentence (Mauri & van der 
Auwera, 2012: 384). 

However, even if “and” is not semantically empty, researchers have challenged its 
one-to-one correspondence to the logical operator in the light of cross-linguistic data 
(Assimakopoulos, 2015: 64). There are languages that do not have a connective with the 
meaning of “and”, while other languages encode semantic distinctions which are not 
identified within logic. For instance, some languages have dedicated connectives for 
the sequential vs. non-sequential distinction, such as Serbo-Croatian “pa” (“and then”, 
see Mauri & van der Auwera, 2012: 379). This fact might be explained by gradual encod-
ing in natural languages, that is, a hypothetical scale going from less coding to more 
pragmatics and vice versa. Along this continuum, “and” is considered to be very under-
specified, leaving a lot to inferential enrichment (Mauri & van der Auwera, 2012: 382). 
On the hypothetical scale, “and” would thus be seen as semantically weaker than, for 
example, “but” in the sense that it is compatible with several apparently conflicting 
pragmatic interpretations, such as addition, temporal sequence, causation and con-
                                     

8 For a discussion on the possible semantic emptiness of “and”, see Carston, 2002: 256. 
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trast. By contrast, “but” has a more limited range of interpretations (see the examples 
above, as well as Moeschler, 2016: 125). In light of the heterogeneity of procedural 
meaning, which the present paper cannot discuss in greater detail because of lack of 
space,9 it has been suggested that it is not only the encoding vs. pragmatic inference 
distinction that is gradual, but also the conceptual vs. procedural distinction, including 
the possibility that a lexical item may encode both conceptual and procedural infor-
mation (Moeschler, 2016: 128; cf. Moeschler, 2002: 292). Some researchers, however, 
contest the view that the conceptual-procedural distinction represents a scale with a 
continuum of cases. They believe that the conceptual-procedural distinction is a cate-
gorical one (Escandell-Vidal & Leonetti, 2011: 83). 

Consequently, despite the fact that the discussion appears to be ongoing, one might 
wonder whether “and” actually encodes a concept or, instead, a procedure. An im-
portant distinction between conceptual and procedural meaning is that conceptual 
meaning can be used loosely (Carston, 2002: 260–261). Think for example of “inland 
fish”, an expression used in European Union law to allow French snail farmers to enjoy 
subsidies granted to fisheries, or the EU directive that considered carrots to be “fruit”, 
which enabled the Portuguese to trade and legally label traditional carrot jam 
(Witczak-Plisiecka, 2013: 644). By contrast, procedural meaning is more rigid, meaning 
that its semantic content cannot be cancelled, adjusted or modified by pragmatic pro-
cessing (Escandell-Vidal & Leonetti, 2011: 81). 

Since “and” appears to sit on the fence because of its above-mentioned semantic 
weakness, one might attempt to reinterpret its encoded conceptual meaning as proce-
dural meaning. This would satisfy the above-mentioned notion of rigidity as the pro-
posed procedural meaning is not cancelled in the examples of the different pragmatic 
interpretations:10 it was recently suggested that if “and” encodes a procedure, it could 
be something like “look for a cognitive effect by taking both conjuncts as premises”. Such a de-
scription of “and” may seem more intuitive to natural language users than the descrip-
tion of “and” in logic (Assimakopoulos, 2015: 69). It may also be justified in the sense 
that there is no guarantee that the description of “and” in logic should be inherited in 
the description of natural language, as the latter has always been considered “imper-
fect” from the logician’s point of view (Assimakopoulos, 2015: 63). 

Since “or” is also considered a logical connective, a similar description may be ap-
plied to it, as the next section will discuss. 

                                     
9 Procedural meaning covers information encoded in very different linguistic units, such as interjections, di-

minutives and intonation (Carston, 2016: 161; see also Walaszewska, 2015: 85–94 for an overview). 
10 ”And” may also be seen as sitting on the fence in the sense that it only narrowly passes tests that Relevance 

Theory proposes to classify linguistic items as conceptual (Assimakopoulos, 2015: 65–68). On top of this, Rele-
vance theorists admit that it looks unlikely that there is any watertight test for telling whether some element of 
encoded meaning is conceptual or procedural (Carston, 2016: 161). 

http://dx.doi.org/10.14762/jll.2018.117


Smolka & Pirker, International Law, Pragmatics and  . . .  Meaning JLL 7 (2018): 117–141 

DOI:  10.14762/jll.2018.117 128 
 

4.2. “Or” 

In this section, we again first look at the semantics and pragmatics of “or” before turn-
ing to the question of its conceptual and/or procedural meaning. This shows that simi-
larly the distinction between conceptual and procedural meaning is not easy to draw, 
but that we can, nonetheless, better understand the meaning of “or” by examining the 
relevant debate. 

“Or”11 is generally taken to be the natural language counterpart of the operator “∨” in 
logic, meaning that the semantic meaning of “or” is seen as identical to that of the logi-
cal operator. Just like “and”, “or” therefore only has minimal semantics. It is a kind of 
coordination, that is, a syntactic construction in which two phrases or sentences con-
joined by “or” form a single processing unit (Aloni, 2016) and which is true if one or both 
of the phrases or sentences conjoined by “or” are true. In other words, “or” encodes an 
inclusive reading: “P ∨ Q” is logically equivalent to “P or Q or both”. This minimal encod-
ed meaning can be used to convey a pragmatically modified or, rather, enriched or 
more informative meaning: “P or Q but not both”, that is, an exclusive reading (Cheval-
lier et al., 2016: 101–102). One may say that the exclusive reading is compatible with its 
semantics in the sense that at least one of the conjoined phrases or sentences is true. 

As with “and”, the pragmatic enrichment of the semantic meaning of “or” is justified 
by the fact that it provides an interpretation that meets the addressee’s expectations of 
relevance. In other words, the pragmatic enrichment or the meaning of “or” is justified 
according to the principle of relevance only if it is warranted by the context in the 
sense that exclusive “or” has cognitive effects over the relevance of inclusive “or”. Put 
differently, the processing benefit has to be worth the processing effort, as interpret-
ing “or” exclusively involves deeper processing than interpreting it inclusively (Cheval-
lier et al., 2016: 104–105). Take the example of a scenario in which Mary tells her hus-
band Paul what she would like for her birthday: “I’d like flowers or champagne”. One 
could assume that the inclusive interpretation of “or” applies, that is, Mary would be 
happy if her husband gave her both flowers and champagne. However, Mary could very 
well intend her husband to buy her flowers or champagne, but not both. The pragmati-
cally inferred exclusive interpretation can be accounted for by the fact that it is more 
informative because it is associated with fewer possible true cases than the inclusive 
interpretation of “or” (Chevallier et al., 2016: 101). An example of a context allowing for 
pragmatic enrichment would be that Mary knows that her husband is short of money. 
Paul would enrich the encoded meaning of “or” on the basis of this specific conversa-
tional context (i.e., Paul has no money and Mary knows it) and would then arrive at the 
intended interpretation (Chevallier et al., 2016: 103). Therefore, the context determines 
whether sentences or phrases conjoined by “or” receive an inclusive or exclusive read-
ing, including contexts where both readings are possible: 

                                     
11 This paper will only look at “or”, but not at other disjunctive constructions such as “either … or”. 
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Inclusive “or”: To play Bardot, the actress needs to be sensuous or seductive (having both qualities 
would not be a problem). 

Exclusive “or”: At the moment, Jack is waiting at the airport or he is flying over the Alps (he cannot be 
in both places). 

Both readings possible: The ideal candidate should have a law degree or a keen awareness of the legal 
system (both inclusive and exclusive readings are possible). 

As the first example, which could be interpreted and understood to mean that Mary 
would be happy if her husband gave her flowers and champagne, illustrates, the two 
connectives “and” and “or” can be analysed as forming as scale. On this scale, “and” is 
the more informative element in the sense that it provides information on the existence 
of both P and Q, while “or” is the less informative one in the sense that it provides in-
formation only on the potential existence of P and Q. This means that if a communicator 
utters “P or Q”, the addressee may infer that the communicator either has no evidence 
to argue that “P and Q”, that is, the stronger element on the scale, or that the communi-
cator thinks that “P and Q” does not hold. If the communicator had evidence for, or 
more generally intended to communicate, “P and Q”, but chose to utter “P or Q” (Mauri 
& van der Auwera, 2012: 389), the communicator can be said to be making the addressee 
do some extra inferential work in deriving the intended interpretation. Consequently, 
the utterance “P or Q” should convey cognitive effects that the more direct utterance “P 
and Q” would not (cf. Carston, 2002: 234), that is, cognitive effects that are well worth 
the addressee’s processing effort. The examples illustrate that, in many cases, one read-
ing is chosen. This is illustrated by the fact that if both readings are to be preserved, a 
formula such as “and/or” is often used (Mauri & van der Auwera, 2012: 389; for a discus-
sion see Gvura, 2016). 

As was the case with “and”, to suppose that “or” has a rich semantics – that is, that 
both the exclusive and inclusive interpretations of “or” are encoded – would not explain 
why there are cases where disjunction arises when “or” is removed. Take for example 
“Don’t poke the cat, she’ll scratch you” and “You need to bring an umbrella, you’re go-
ing to get soaked”. The case is, however, less clear than in the examples with “and”. The 
relation between the clauses in the examples may also receive a conditional reading 
(Simons, 2005: 210). As stated before, in Relevance Theory this fact can be attributed to 
general cognitive pragmatic principles, such as the search for relevance and recourse 
to frames, scripts or schemas. 

Again, as in the case of “and”, one can also make an argument against seeing “or” as 
linguistically ambiguous between an inclusive and an exclusive word meaning. If “or” 
were ambiguous, one would expect its two senses to be expressed by two different 
words in many languages. However, linguistic investigation reveals that there is no 
well-attested case of a word meaning “or” just in the exclusive sense. It is thus general-
ly agreed that the semantic meaning of “or” corresponds to the inclusive sense (Cheval-
lier et al., 2006: 101–102). 
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Cross-linguistic comparison however also reveals that there are not only languages 
without any connective meaning “or”, but also languages that encode semantic distinc-
tions which are not identified within logic, for example Albanian “ose” (“or”, listing 
equivalent alternatives) and “apo” (“or”, asking for a choice between alternatives). The 
semantic distinction can be called “simple” and “choice-aimed” disjunction. This cross-
linguistic discrepancy challenges the plausibility of a direct equivalence between the 
logical operator “∨” and natural language “or” (Mauri & van der Auwera, 2012: 379), that 
is, the concept that the exclusive vs. inclusive distinction is relevant to all languages 
and that the notion of inclusive “or” is basic and universal (Mauri & van der Auwera, 
2012: 393). One might now be tempted to conclude that “or” is semantically empty (as 
one might conclude from the two above-cited examples where “or” is removed). The 
cross-linguistic discrepancy might, however, be better explained in terms of a contin-
uum of cases in which there is a different division of labour between encoding and in-
ference (Mauri & van der Auwera, 2012: 380) – just like that proposed for “and”. We can 
therefore say that in English the types of disjunction are undercoded: English only has 
“or”, whereas choice-aimed vs. simple disjunction appears to be quite frequently en-
coded across other languages (Mauri & van der Auwera, 2012: 393).12 

If we only look at English, we may sum up that even if “or” has fewer pragmatic in-
terpretations or readings than “and” (and might thus be considered semantically 
stronger than “and”, yet weaker than, for example, “but”), it is weaker, or less informa-
tive, than “and” if one looks at the two connectives as forming a scale. This comes full 
circle to the fact that the semantics of “or” is minimal and, more importantly, does not 
seem very strong in the sense that its description in logic does not seem universally 
relevant in a cross-linguistic comparison. In light of the cross-linguistic discrepancies, 
alternative semantic accounts of “or” have been suggested (Aloni, 2016). It might not be 
stretching things too far to attempt to reinterpret the encoded conceptual meaning of 
“or” as procedural meaning. This would satisfy the above-mentioned notion of rigidity, 
as the proposed procedural meaning is not cancelled in the examples of the different 
pragmatic interpretations. In keeping with the proposed procedural description of 
“and”, one might suggest preliminarily that if “or” encodes a procedure, it could be 
something like “look for a cognitive effect by taking one or both disjuncts as premises”. Such an 
understanding of “or” may seem more intuitive or, rather, more relevant, to natural 
language users than the description of “or” in logic. 

                                     
12 Choice-aimed disjunction can be represented in English with the help of an interrogative sentence used to 

elicit a choice: “Are we going to the cinema or are we staying at home?”. Simple disjunction can be represented in 
English with the help of a declarative sentence used to present equivalent possibilities without the need for any 
choice: “Tonight I will read a book or watch a movie, I don’t know yet” (Mauri & van der Auwera, 2012: 392). 
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5. Examples in International Law 

We have discussed how words like “and” and “or” are discourse connectives and thus 
typical cases where the question of their procedural meaning arises. Let us now look at 
three international law examples to test our claim that thinking about procedural 
meaning is relevant to interpretive processes in international law and can thereby help 
provide a more transparent and explicit description of such processes. In the present 
section, we will look at selected legal norms and how the relevant legal interpreting 
agents, for example the European Court of Human Rights, have interpreted them. We 
will examine one example with “or” and two with “and”. 

5.1. Example 1: “or” 

Article 3 of the European Convention on Human Rights and Fundamental Freedoms 
(ECHR) prohibits torture. It does so in the following terms: 

No one shall be subjected to torture or [1] to inhuman or [2] degrading treatment or [3] punishment. 
(emphasis and numbers added) 

Or [1] and or [3] disjoin nouns (torture or treatment/punishment; treatment or pun-
ishment). Or [2] disjoins adjectives (inhuman or degrading). As shown in the previous 
section, “or” can be read as inclusive or exclusive. If we apply this knowledge to the in-
terpretation given to Article 3, we find a puzzling result. The Court’s approach features 
different readings of the three occurrences of “or” within the same provision. At the 
same time, the Court only partly discusses what it is doing or how it has arrived at its 
results. From a linguistic point of view, we can use the notions of procedural meaning 
and the relevance-theoretic comprehension procedure described in the previous sec-
tions as tools to better understand how the Court arrived at its conclusions. These no-
tions show us that decoding the encoded procedural meaning only gets us so far (“look 
for a cognitive effect by taking one or both disjuncts as premises”). Thus, there is a very 
limited “ordinary meaning”.13 The pragmatic inferences drawn on the basis of the en-
coded procedural meaning will therefore probably have to play a major role, whether 
this is explicitly acknowledged or not. 

                                     
13 We assume that the legal notion of “ordinary meaning” refers to the semantic content of words or terms 

because standard literature in international law, if it addresses linguistics at all, tends to refer to the “semantics” 
and not the “pragmatics” of terms. See, for example, Venzke (2012: 58). Note, however, that it does not appear 
entirely clear whether in legal interpretation the ordinary meaning of a word or phrase is to be equated with the 
encoded meaning or with the usual, most familiar interpretation (Carston, 2013: 19). For a discussion from a rele-
vance-theoretic point of view, see Pirker & Smolka (2017). Note also that there is considerable debate between 
different theoretical frameworks in semantics and pragmatics on the precise nature of encoded word meaning 
(Carston, 2013: 12; for an overview, see Börjesson, 2014). 
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Let us begin with or [1] and or [3] disjoining nouns. We will first look at the example of 
or [1]. In an early case, the Court held very clearly that a distinction must be drawn be-
tween torture and inhuman or degrading treatment. It had to categorize under Article 
3 of the Convention the use of five techniques on detainees, namely wall-standing, 
hooding, subjection to noise, deprivation of sleep and deprivation of food and drink. In 
the Court’s words, “it appears […] that it was the intention that the Convention, with its 
distinction between ‘torture’ and ‘inhuman or degrading treatment’, should by the first 
of these terms attach a special stigma to deliberate inhuman treatment causing very 
serious and cruel suffering”.14 Torture should thus be seen as something apart from 
inhuman and degrading treatment. The category of torture has been refined15 and 
evolved over time, but remained separate. Certain practices classified as inhuman or 
degrading treatment in the past could be considered as torture in more recent case law 
as standards have evolved. Torture nonetheless remains, to date, a dogmatically sepa-
rate category.16 The Court thus appears to read “torture or inhuman/degrading treat-
ment” as meaning either torture or inhuman/degrading treatment. There is a threshold 
for a State’s behaviour to qualify as inhuman/degrading treatment; there is another 
threshold for it to become torture; and there is no grey zone between the two, that is, 
there is no behaviour that constitutes to some part inhuman/degrading treatment and 
to some part torture. In the Court’s interpretation, or [1] can thus be said to have a 
pragmatically inferred exclusive reading. In other words, it receives a reading that is 
based on meaning encoded in “or”, but is enriched by inferences based on contextual 
premises, such as the dogmatic distinction between the two disjoined nouns. 

Or [3] disjoins treatment from punishment. Here, the Court takes a rather broad-
brush approach. Dealing with a case in which a person is placed in a social care 
home, the Court held that Article 3 applies “equally to all forms of deprivation of lib-
erty, and in particular makes no distinction according to the purpose of the measure 
in issue”.17 It is “immaterial” whether a measure entailing detention is ordered in the 
context of criminal proceedings or other contexts.18 As a commentator notes regard-
ing the case law, “[f]requently treatment and punishment go together”, especially in 
cases concerning prison conditions (Schabas, 2015: 182). Consequently, here the 
Court appears to read or [3] as inclusive. The prohibition covers certain forms of 
treatment, certain forms of punishment, but also certain forms of treatment and 
punishment, that is, one or both of the two. 

Let us compare this result to or [2]. The Court has classified in its case law certain 
forms of treatment or punishments as inhuman, such as the threat of torture to obtain 

                                     
14 Ireland v. the United Kingdom, 18 January 1978, § 167, Series A no. 25. 
15 On the purposive element of the definition of torture, see, for example, Ilhan v. Turkey [GC], no. 22277/93, § 

85, ECHR 2000-VII. 
16 Selmouni v. France [GC], no. 25803/94, § 101, ECHR 1999-V. 
17 Stanev v. Bulgaria [GC], no. 36760/06, § 206, ECHR 2012. 
18 Stanev v. Bulgaria [GC], no. 36760/06, § 206, ECHR 2012. 
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information without its actual execution.19 For example, in Gäfgen v. Germany a child 
had been abducted, and because he feared for the child’s life the deputy chief of police 
had ordered that the abductor be threatened by a police officer with considerable pain 
which would not leave any injuries. Typical inhuman treatment is premeditated or ap-
plied for hours, causing bodily injury or at least intense physical and mental suffering.20 

Degrading treatment, in turn, is such treatment that “arouses feelings of fear, an-
guish or inferiority capable of breaking an individual’s moral and physical re-
sistance”.21 Such treatment or punishment typically diminishes or shows a lack of re-
spect for the human dignity of the victim.22 For example, in East African Asians v. the 
United Kingdom, the United Kingdom had adopted new immigration legislation that 
singled out British Asians living in African countries and deprived them of their right 
of entry into the United Kingdom on racial grounds. The Court found that there had 
been degrading treatment as the measure singled out a group for differential treat-
ment on racial grounds, which constituted a special affront to human dignity. 

These definitions contain elements of meaning that visibly overlap (e.g., “threat” 
and “arouses feelings of fear”). Still, there are cases in which the Court applied only one 
of the adjectives or terms defined accordingly, stating that a given treatment or pun-
ishment is degrading, while in other cases stating that it is inhuman. However, there 
are also cases handed down by the European Commission and the Court where both 
terms appear or where there is no clear classification or distinction between the two. 
The European Commission of Human Rights, at that time competent,23 found that tor-
ture was always “inhuman and degrading treatment”, and that “inhuman treatment is 
also degrading”.24 In one case, the Court did not specify whether a certain treatment 
was inhuman or degrading, but simply held that there was a violation of Article 3 with-
out going into further detail.25 In the case, a prisoner had been subject to very dire 
conditions with extremely limited space and the nauseous stench from a former 
household waste site close to the prison.  

Consequently, we can argue that the Commission and the Court appear to read “in-
human or degrading” treatment/punishment as meaning inhuman or degrading or 
both. Or [2] is thus read as inclusive. 

                                     
19 Gäfgen v. Germany [GC], no. 22978/05, § 70, ECHR 2010. 
20 Labita v. Italy [GC], no. 26772/95, §120, ECHR 2000-IV. 
21 A. and others v. the United Kingdom [GC], no. 3455/05, §127, ECHR 2009. 
22 East African Asians v. the United Kingdom, nos 4403/70–4419/70, 4422/70, 4423/70, 4434/70, 4443/70, 

4476/70–4478/70, 4486/70, 4501/70, and 4526/70–4530/70, Commission report of 14 December 1973, § 208, DR 
78-A, p. 5. 

23 Based on the legal situation before the entry into force of Protocol 11 to the ECHR in 1998. 
24 Denmark, Norway, Sweden, and the Netherlands v. Greece, nos 3321/67, 3322/67, 3323/67, 3344/67, Commis-

sion report of 5 November 1969, (1969) 12 YB ‘The Greek Case’ 1. 
25 Brânduşe v. Romania, no. 6586/03, §§ 46–50, 7 April 2009. 
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This is, however, not a “logical” or somehow self-evident reading of the provision. Take 
a contrary example in United States constitutional law. The Supreme Court of Califor-
nia was asked to interpret a somewhat similar clause in the California State Constitu-
tion, namely then Article 1 (17). This provision prohibited “cruel or unusual punish-
ment”, thereby deviating from the wording used in the Eighth Amendment to the 
United States Federal Constitution (“cruel and unusual punishment”). In People v. An-
derson,26 the Court found that the difference in wording had to have significance. It re-
jected suggestions in the doctrine that the reach of the two norms should be read as 
coextensive, that is, the inclusive reading of “or”. It read the phrase “cruel or unusual 
punishment” to mean that the California Constitution prohibits a punishment if “it is 
either cruel or has become an unusual punishment”. The Court insisted, based on a re-
view of the drafting history, that the delegates to the constitutional convention were 
“aware of the significance of the disjunctive form and that its use was purposeful”. It 
explained that the delegates had access to a majority of constitutional models that sim-
ilarly prohibited cruel or unusual punishment, which again meant the drafters intend-
ed for cruel but also for disproportionate and unusual punishments to be prohibited. 
The Court was therefore convinced that the delegates modified the California provi-
sion before adoption to substitute the conjunctive “and” with the disjunctive “or” be-
cause they wanted to express their intent that both cruel and unusual punishments 
were prohibited. In relevance-theoretic terms, the Court can be said to have made im-
plicit use of the scale model of “or” and “and” described in section 4.2. Thus, the Court 
interpreted the California Constitution’s use of the weaker, less informative element 
“or” on the scale to be intended to lower the threshold to ensure that it would not be-
come a requirement for a punishment to be both cruel and unusual to be punishable. 
According to the Court’s reading, this should make clear that either of the two types of 
punishment was prohibited on its own. One may conclude from this example that the 
linguistic description appears to provide a more transparent and explicit explanation 
of how the Supreme Court, whose reading followed what it thought the drafters of the 
provision had intended, found the relevant “or” to be exclusive. 

The overall purpose of analysing these examples is not to show that the reasoning 
presented by the various interpretive agents is erroneous or does not rest on sound ar-
guments. It may be entirely sound, and the legal conclusions drawn from the relevant 
interpretive process may be convincing as well. However, what we aim to show here is 
that there is no way in which an interpreting agent could decode from the word “or” it-
self whether it was meant to be inclusive or exclusive (nor do they even appear to have 
tried to do so). They had to infer this interpretation from the context. Evidently, proce-
dural meaning matters. Encoded meaning appears to be insufficient to explain the full 
interpretive process that occurred. 

                                     
26 Crim. No. 13617. Supreme Court of California, 18 February 1972. 
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5.2. Example 2: “and” 

As has been discussed, just like the disjunction “or”, the conjunction “and” can mean a 
number of things. We will now take a closer look at this second sample discourse con-
nective to test further our claim that procedural meaning matters in legal interpretation. 

Take the example of the ordinary legislative procedure of the European Union. Put 
simply, three institutions have to cooperate to create EU secondary legislation: the 
Commission, the Council and the European Parliament. If we look at Article 294 of the 
Treaty on the Functioning of the European Union (TFEU), “and” is used a number of 
times. For example, Article 294 (2) TFEU reads: 

The Commission shall submit a proposal to the European Parliament and the Council. (emphasis 
added) 

Intuitively, many lawyers might conclude from the description of the interpretation of 
“and” in section 4.1 that their interpretation would be an additive reading of “and” in 
this case. The point of the norm is that the Commission has to submit its proposal to 
one institution (Parliament) and additionally to another institution (Council), and not 
only to either one or the other. This point of the norm can thus be said to be based on, 
or compatible with, the encoded meaning of “and” which is, put simply, the co-
occurrence of both conjuncts. However, is there more to the legal interpretation of 
“and” in this example? No other element of the norm tells us anything about the man-
ner in which the submission has to co-occur, for example the temporal sequence of the 
submission to the conjoined elements, here the two institutions. Is the Commission 
supposed to submit the proposal to the Parliament and then to the Council? Or simulta-
neously to both? As shown above, both options would be possible readings of “and”. Nei-
ther reading can be decoded from the norm as it is written. Legally speaking, there is a 
legal principle of treating the two institutions equally that ultimately can be brought in 
to decide the matter. Based on this principle, the proposal has to be submitted to both 
institutions at the same time (von Achenbach, 2014: 170). Linguistically, however, no so-
lution emerges from the “ordinary meaning” of “and”. The meaning “and at the same 
time” has to be contextually inferred. 

5.3. Example 3: “and” 

Another example can be used to show that, depending on the connective word used, 
the respective procedurally encoded meaning involved in legal interpretation may be 
stronger or weaker. As section 4.1 discussed, “and” can be said to be semantically more 
underspecified than other words such as “but”. However, just like, for example, “but”, 
“and” triggers an examination by the human mind of what connection or relation 
could possibly hold between the elements linked by “and”. 

Let us take the example of Article 5 (3) ECHR. The provision reads: 
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Everyone arrested or detained in accordance with the provisions of paragraph 1.c of this article shall 
be brought promptly before a judge or other officer authorised by law to exercise judicial power and 
shall be entitled to trial within a reasonable time or to release pending trial. (emphasis added, second 
sentence omitted27) 

The sentence contains two rights. The first right is the right to appear before a judicial 
authority28 to have the merits of detention29 considered at an early stage of this deten-
tion to counter the risk of ill-treatment that is particularly high at such a stage30 (here-
after “right A”). The second right essentially ensures that a person can only be detained 
pending trial if the state can demonstrate that there is a convincing justification for 
the detention31 (hereafter “right B”). 

The question arises how “and” is to be understood in this context. As stated before, 
its interpretation necessarily involves its decoded semantic meaning: “look for a cogni-
tive effect by taking both conjuncts as premises”. At a first glance, one might infer an 
additive or temporal relation (“everyone falling under Article 5 (3) enjoys right A and 
additionally enjoys right B”, or “everyone falling under Article 5 (3) enjoys right A and 
subsequently enjoys right B”). 

However, the actual interpretation of Article 5 (3) in the Court’s case law shows how 
context, or rather world knowledge32, can lead to the abandonment of such pragmati-
cally inferable hypotheses of the intended meaning because they do not seem relevant. 
The Court is typically confronted with claims falling under the guarantee against any 
arbitrary or unjustified deprivation of liberty contained in Article 5 (3). To decide a 
case, the Court thus has to categorize a claim and at the same time clarify the relation-
ship between the two rights enshrined in the provision. In a first decision, the Court 
indicated that it considered there to be two separate rights contained in Article 5 (3), 
without clearly spelling out their relationship.33 It decided the case based on the fact 
that the magistrate at issue had insufficient review powers, as they did not have the 
power to order the release of a detained person. The Court thus found there to be a vio-
lation of right A enshrined in Article 5 (3). In a later case, the Court was confronted 
with a system of judicial review that had been revised according to the Court’s earlier 
decision based on Article 5 (3). It found that judicial review as granted by the law was 
now consistent with Article 5 (3) and held, this time more expressly with regard to the 
two parts of Article 5 (3), that “[t]hese two limbs confer distinct rights and are not on 

                                     
27 The second sentence, which is not relevant for the present example, reads “Release may be conditioned 

by guarantees to appear for trial”. 
28 For more detail, see Stephens v. Malta (no. 2), no. 33740/06, § 53, 21 April 2009. 
29 See, for example, Nikolova v. Bulgaria [GC], no. 31195/96, § 49, ECHR 1999-II. 
30 Ladent v. Poland, no. 11036/03, § 75, 18 March 2008. 
31 For more detail, see Musuc v. Moldova, no. 42440/06, § 40, 6 November 2007; Neumeister v. Austria, 27 June 

1968, p. 33, § 4, Series A no. 8; Bykov v. Russia [GC], no. 4378/02, § 62, 10 March 2009. 
32 According to Relevance Theory, such world knowledge pertains to the individual and can therefore in-

clude the specialised knowledge of a legal expert (Pirker & Smolka, 2017: 261 ff.). 
33 T.W. v. Malta [GC], no. 25644/94, § 49, 29 April 1999. 
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their face logically or temporally linked”.34 The Court did, however, not state exactly 
how it interpreted “and” in its decision.  

As an observer, one may object to the Court’s reasoning and argue that it does not 
appear to do justice to the full text of the norm which includes “and”, that is, the Court 
appears to disregard the semantically encoded meaning of the conjunction. While the 
Court’s reading may be contestable, it would not necessarily be considered impossible 
or wrong from a relevance-theoretic point of view. From the Court’s wording that right 
A and right B are “separate” and “not on their face logically or temporally linked”, one 
may conclude that the Court did not simply ignore the meaning of “and”, but did in-
deed look for a relevant cognitive effect – yet simply could not find one that satisfied its 
expectation of relevance. 

If one keeps in mind that “and” only has a comparatively weak or underspecified 
form of procedural meaning, one may argue from a relevance-theoretic point of view 
that the inferable relationship between right A and right B, or its intended meaning, re-
flect the temporal sequence of events. This means that the same individual is entitled to 
enjoy right A and right B within a roughly defined timeframe where both rights are en-
joyed at the same time or one following each other. What the Court meant in its state-
ment that right A and right B are not temporally linked is, rather, that the temporal or-
der in which these rights become effective has no impact on the effectiveness of each 
right on its own (e.g., there is no need to rely on right A before one is entitled to rely on 
right B). The suggested reasoning also explains why the Court used the wording “logi-
cal”, as there is no more than a trivially logical relation between the activation of right A 
and right B, namely that they pertain to the same individual in the same situation. 

Relevance Theory allows for a complementary explanation: remember that “and” 
and “or” can be said to form a scale. Article 5 (3) can thus be interpreted to mean that 
both rights apply, and not only one or both. This meaning can, however, also be viewed as 
relatively underspecified in the sense that other readings of “and” (e.g., a temporal or 
causal relation) belong to those highly accessible scripts that the interpreting agent, 
here the Court, may have recourse to in the search for relevance. The Court’s wording 
whereby the two rights in the norm should be viewed as completely separate can thus 
be understood as a comment on the relevance of this meaning of “and” in this context. 
The Court may be said to be guarding against continued testing of less and less acces-
sible interpretive hypotheses of the meaning of “and” in this case. Summing up, the 
fact that the Court felt the need to express itself in the way described above lends evi-
dence to our claim that procedural meaning is important for interpretation in interna-
tional law. Semantic meaning matters, but must normally be complemented by a 
pragmatic inference process. 

                                     
34 Stephens v. Malta (no. 2), no. 33740/06, § 52, 21 April 2009. 
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6. Conclusion 

The present paper aimed to examine whether the distinction between conceptual and 
procedural meaning in pragmatics has the potential to help model and make more 
transparent processes of interpretation in international law. Based on a discussion of 
the conceptual and procedural aspects of “and” and “or”, we examined a number of 
practical examples in international law. This revealed that interpreting agents in in-
ternational law struggle with the interpretation of terms like “and” and “or” and are of-
ten unable to spell out clearly what the ordinary meaning of these terms is to them (or, 
at least, they do not give an explicit description or explanation of their reasoning). Pro-
cedural meaning provides a convincing way of making their reasoning more explicit. 
Nonetheless, language is not a code. Therefore, the ultimate interpretive choice taken 
by a legal interpreting agent remains subjective. In turn, the approach of international 
law and pragmatics remains descriptive and cannot prescribe one specific “correct” in-
terpretation. However, it can point out certain “guardrail” effects of lexical items. In 
this approach, it shares similarities to sociologically oriented approaches that are also 
fundamentally descriptive. 

It could arguably be shown that procedural meaning has the potential to help us 
understand what happens in the process of the interpretation of many lexical items. Of 
course, this paper merely used selected examples (“and” and “or”), and much must be 
left to future research. Nonetheless, we hope to have shown that procedural meaning is 
definitely relevant and necessary to fully understand what a lawyer would call the or-
dinary meaning of many terms. 

Ultimately, there could even be more to procedural meaning. We have seen that 
procedural meaning has the same function in legal interpretation as it is said to have 
in the standard relevance-theoretic account: it restricts interpretation, guiding or in-
structing the addressee to take a certain inference path. According to a suggested revi-
sion of the relevance-theoretic account, procedural meaning may also have an argu-
mentative or persuasive function (Wilson, 2011: 27). Put simply, connectives can con-
tribute to relevance on the “effort-saving side”, that is, by guiding the addressee’s path 
to comprehension. This paper has demonstrated this. However, there may also be ad-
ditional effects, namely attracting the addressee’s attention and leading the addressee 
not only to draw an appropriate conclusion, but also to think about the reasons for 
drawing that conclusion (Wilson, 2016: 16–17; see also Walaszewska, 2015: 15–16).35 Lack 
of space means that future research will have to discuss this proposal; even at first 
glance, however, its relevance for lawyers appears to be significant. 

                                     
35 See also Gvura (2016: 341), who argues that “and” and “or” are not only instructive, but also persuasive. 

Take Wilson’s example: “If the council fails to repair a pothole and you therefore break your leg, you should 
sue.” Even if “therefore” were left out, an addressee would infer the relation indicated by that connective. Part 
of the contribution of the connective is to shift the main relevance (i.e., manipulate the intuition where the 
main relevance lies: Not on breaking your leg, but on breaking it because the council failed to repair a pothole). 

http://dx.doi.org/10.14762/jll.2018.117


Smolka & Pirker, International Law, Pragmatics and  . . .  Meaning JLL 7 (2018): 117–141 

DOI:  10.14762/jll.2018.117 139 
 

References 
Aloni, Maria (2016). Stanford Encyclopedia of Philosophy: Disjunction, sections 3, 6 and 7. Available at 

plato.stanford.edu/entries/disjunction/#DisjLang. 
Assimakopoulos, Stavros (2015). Motivating the procedural analysis of logical connectives. Nouveaux ca-

hiers de linguistique française, 32, 59–70. Available from clf.unige.ch/numeros/32. 
Baron-Cohen, Simon (1995). Mindblindness: An Essay on Autism and Theory of Mind. Cambridge: MIT 

Press. 
Blakemore, D. (1987). Semantic Constraints on Relevance. Oxford: Blackwell. 
Blakemore, Diane (1992). Understanding Utterances: Introduction to Pragmatics. Oxford: Blackwell. 
Blakemore, Diane (2002). Relevance and linguistic meaning – The semantics and pragmatics of dis-

course markers. Cambridge: Cambridge University Press. 
Blakemore, Diane & Carston, Robyn (2005). The pragmatics of sentential coordination with and. Lingua, 

115, 569–589. DOI: 10.1016/j.lingua.2003.09.016. 
Börjesson, Kristin (2014). The Semantics-Pragmatics Controversy. Berlin/Boston: De Gruyter. 
Busse, Dietrich (1992). Recht als Text : Linguistische Untersuchungen zur Arbeit mit Sprache in einer 

gesellschaftlichen Institution. Tübingen: M. Niemeyer. 
Carston, Robyn (2002). Thoughts and Utterances. London: Blackwell. 
Carston, Robyn (2006). Relevance Theory and the Saying/Implicating Distinction. In Horn & Ward (Eds.), 

The Handbook of Pragmatics (pp. 633–656). Malden: Blackwell. DOI: 10.1002/9780470756959.ch28. 
Carston, Robyn (2013). Legal Texts and Canons of Construction: A View from Current Pragmatic Theory. 

In Freeman & Smith (Eds.), Law and Language (pp. 8–33). Oxford: Oxford University Press. DOI: 
10.1093/acprof:oso/9780199673667.003.0010. 

Carston, Robyn (2016). The Heterogeneity of Procedural Meaning. Lingua, 175–176, 154–166. DOI: 
10.1016/j.lingua.2015.12.010. 

Chevallier, Coralie, Noveck, Ira, Nazir, Tatjana, Bott, Lewis, Lanzetti, Valentina & Sperber, Dan (2008). 
Making Disjunctions Exclusive. The Quarterly Journal of Experimental Psychology, 61(11), 1741–1760. 
DOI: 10.1080/17470210701712960. 

Clark, Billy (2013). Relevance Theory. Cambridge: Cambridge University Press. 
Cummings, Louise (2005). Pragmatics: A Multidisciplinary Perspective. Edinburgh: Edinburgh Univer-

sity Press. 
Curcó, Carmen (2011). On the Status of Procedural Meaning in Natural Language. In Escandell-Vidal et 

al. (Eds.), Procedural Meaning: Problems and Perspectives (pp. 33–54). Bingley: Emerald Group Pub-
lishing. DOI: 10.1163/9780857240941_003. 

De Saussure, Louis (2007). Procedural pragmatics and the study of discourse. Pragmatics & Cognition, 
15(1), 139–159. DOI: 10.1075/pc.15.1.10sau. 

Dennett, Daniel (1987). The Intentional Stance. Cambridge: MIT Press. 
Escandell-Vidal, Victoria & Leonetti, Manuel (2011). On the rigidity of procedural meaning. In Escandell-

Vidal et al. (Eds.), Procedural Meaning: Problems and Perspectives (pp. 81–102). Bingley: Emerald 
Group Publishing. DOI: 10.1163/9780857240941_005. 

Escandell-Vidal, Victoria, Leonetti, Manuel & Ahern, Aoife (2011). Introduction: Procedural Meaning. In 
Escandell-Vidal et al. (Eds.), Procedural Meaning: Problems and Perspectives (pp. xvii-xlv). Bingley: 
Emerald Group Publishing. DOI: 10.1163/9780857240941_001. 

Felder, Ekkehard, Müller, Marcus & Vogel, Friedemann (Eds.). (2012). Korpuspragmatik. Berlin: De 
Gruyter. DOI: 10.1515/9783110269574. 

Foster-Cohen, Susan (2004). Relevance Theory, Action Theory and second language communication 
strategies. Second Language Research, 20(3), 289–302. DOI: 10.1191/0267658304sr242oa. 

http://dx.doi.org/10.14762/jll.2018.117
https://plato.stanford.edu/entries/disjunction/#DisjLang
http://clf.unige.ch/numeros/32
https://doi.org/10.1016/j.lingua.2003.09.016
https://doi.org/10.1002/9780470756959.ch28
http://doi.org/10.1093/acprof:oso/9780199673667.003.0010
https://doi.org/10.1016/j.lingua.2015.12.010
https://doi.org/10.1080/17470210701712960
https://doi.org/10.1163/9780857240941_003
https://doi.org/10.1075/pc.15.1.10sau
https://doi.org/10.1163/9780857240941_005
https://doi.org/10.1163/9780857240941_001
https://doi.org/10.1515/9783110269574
https://doi.org/10.1191/0267658304sr242oa


Smolka & Pirker, International Law, Pragmatics and  . . .  Meaning JLL 7 (2018): 117–141 

DOI:  10.14762/jll.2018.117 140 
 

Fraser, Bruce (2006). On the conceptual/procedural distinction. Style, 40(1–2), 24–32. Available at 
jstor.org/stable/10.5325/style.40.1-2.24. 

Grice, Herbert Paul (1975). Logic and Conversation. In Cole & Morgan (Eds.), Syntacs and Semantics 3: 
Pragmatics (pp. 41–58). New York: Academic Press. 

Gvura, Avi (2016). The need for the disjunction phrases in the legal contract. International Journal of Le-
gal Discourse, 1(2), 319–343. DOI: 10.1515/ijld-2016-0012.  

Hussein, Miri (2008). The truth-conditional/non-truth-conditional and conceptual/procedural distinc-
tions revisited. Newcastle Working Papers in Linguistics, 14, 61–80.  

Karttunen, Lauri (1974). Presupposition and Linguistic Context. Theoretical Linguistics, 1(1–3), 181–194. 
DOI: 10.1515/thli.1974.1.1-3.181. 

Karttunen, Lauri & Peters, Stanley (1979). Conventional Implicature. In Choon-Kyu & Dinneen (Eds.), 
Syntax and Semantics: Presupposition (pp. 1–56). New York/San Francisco: Academic Press. 

Mauri, Caterina & van der Auwera, Johan (2012). Connectives. In Keith & Jaszczolt (Eds.), Cambridge 
Handbook of Pragmatics (pp. 347–402). Cambridge: Cambridge University Press. 

Moeschler, Jacques (2002). Connecteurs, encodage conceptuel et encodage procédural. Cahiers de lin-
guistique française 24 / 2002, 24, 265–292. Available at clf.unige.ch/numeros/24. 

Moeschler, Jacques (2009). Pragmatics, Propositional and Non-Propositional Effects. Can a Theory of 
Utterance Interpretation Account for Emotions in Verbal Communication? Social Science Infor-
mation, 48(3), 447–463. DOI: 10.1177/0539018409106200. 

Moeschler, Jacques (2016). Where is procedural meaning located? Evidence from discourse connectives 
and tenses. Lingua, 175–176, 122–138. DOI: 10.1016/j.lingua.2015.11.006. 

Moeschler, Jacques & Auchlin, Antoine (2009). Introduction à la linguistique contemporaine (3 ed.). Par-
is: Armand Colin. 

Müller, Friedrich (1994). Strukturierende Rechtslehre (2 ed.). Berlin: Duncker & Humblot. 
Pirker, Benedikt & Smolka, Jennifer (2017). Making Interpretation More Explicit: International Law and 

Pragmatics. Nordic Journal of International Law, 86(2), 228–266. DOI: 10.1163/15718107-08602004. 
Reboul, Anne & Moeschler, Jacques (1998). La Pragmatique aujourd'hui. Une nouvelle science de la 

communication. Paris: Editions du Seuil. 
Rock, Irvin (1983). The Logic of Perception. Cambridge: MIT Press. 
Schabas, William (2015). The European Convention on Human Rights – A Commentary. Oxford: Oxford 

University Press. 
Simons, Mandy (2005). Semantics and Pragmatics in the Interpretation of or. Semantics and Linguistic 

Theory, 205–222. DOI: 10.3765/salt.v15i0.2929. 
Smolka, Jennifer & Pirker, Benedikt (2016). International Law and Pragmatics – An Account of Interpre-

tation in International Law. International Journal of Language & Law, 5, 1–40. DOI: 10.14762/ 
jll.2016.001. 

Sperber, Dan & Origgi, Gloria (2012). A pragmatic perspective on the evolution of language. In Wilson & 
Sperber (Eds.), Meaning and Relevance (pp. 331–338). Cambridge: Cambridge University Press. 

Stalnaker, Robert (1974). Pragmatic Presuppositions. Context and Content, 47–62.  
Venzke, Ingo (2012). How Interpretation Makes International Law – On Semantic Change and Norma-

tive Twists. Oxford: Oxford University Press. 
Vogel, Friedemann (2015). Zwischen Willkür, Konvention und Automaten – Die interdisziplinäre Suche 

nach Bedeutungen in Recht und Gesetz. In Vogel (Ed.), Zugänge zur Rechtssemantik – Inter-
disziplinäre Ansätze im Zeitalter der Mediatisierung (pp. 3–17). Boston: De Gruyter. DOI: 10.1515/ 
9783110348941-002. 

von Achenbach, Jelena (2014). Demokratische Gesetzgebung in der Europäischen Union. Heidelberg: 
Springer. 

Walaszewska, Ewa (2015). Relevance-Theoretic Lexical Pragmatics. Newcastle upon Tyne: Cambridge 
Scholars Publishing. 

http://dx.doi.org/10.14762/jll.2018.117
http://www.jstor.org/stable/10.5325/style.40.1-2.24
https://doi.org/10.1515/ijld-2016-0012
https://doi.org/10.1515/thli.1974.1.1-3.181
http://clf.unige.ch/numeros/24
https://doi.org/10.1177/0539018409106200
https://doi.org/10.1016/j.lingua.2015.11.006
https://doi.org/10.1163/15718107-08602004
http://dx.doi.org/10.3765/salt.v15i0.2929
http://dx.doi.org/10.14762/jll.2016.001
http://dx.doi.org/10.14762/jll.2016.001
https://doi.org/10.1515/9783110348941-002
https://doi.org/10.1515/9783110348941-002


Smolka & Pirker, International Law, Pragmatics and  . . .  Meaning JLL 7 (2018): 117–141 

DOI:  10.14762/jll.2018.117 141 
 

Wilson, Deirdre (2003). Relevance Theory and Lexical Pragmatics. Italian Journal of Linguistics, 15(2), 
273–291. Available at linguistica.sns.it/RdL/15.2/03.Wilson.pdf. 

Wilson, Deirdre (2011). The Conceptual-Procedural Distinction: Past, Present and Future. In Escandell-
Vidal et al. (Eds.), Procedural Meaning: Problems and Perspectives (pp. 3–31). Bingley: Emerald 
Group Publishing. DOI: 10.1163/9780857240941_002. 

Wilson, Deirdre (2012). Modality and the Conceptual-Procedural Distinction. In Wałaszewska & Pis-
korska (Eds.), Relevance Theory: More than Understanding (pp. 23–44). Cambridge: Cambridge 
Scholars Publishing. 

Wilson, Deirdre (2017). Relevance Theory. In Huang (Ed.), The Oxford Handbook of Pragmatics (pp. 79–
100). Oxford: Oxford University Press. DOI: 10.1093/oxfordhb/9780199697960.013.25. 

Wilson, Deirdre & Sperber, Dan (1993). Linguistic Form and Relevance. Lingua, 90, 1–25. DOI: 10.1016/ 
0024-3841(93)90058-5. 

Wilson, Deirdre & Sperber, Dan (2006). Relevance Theory. In Horn & Ward (Eds.), The Handbook of 
Pragmatics (pp. 607–632). Malden: Blackwell. DOI: 10.1002/9780470756959.ch27. 

Wilson, Deirdre & Sperber, Dan (2012). Linguistic Form and Relevance. In Wilson & Sperber (Eds.), 
Meaning and Relevance (pp. 149–168). Cambridge: Cambridge University Press. DOI: 10.1017/ 
CBO9781139028370.010. 

Witczak-Plisiecka, Iwona (2013). Speech actions in legal contexts. In Sbisà & Turner (Eds.), Pragmatics 
of Speech Actions (pp. 613–658). Berlin: De Gruyter Mouton. DOI: 10.1515/9783110214383.613. 

Zufferey, Sandrine & Moeschler, Jacques (2012). Initiation à l'étude du sens. Auxerre: Sciences Hu-
maines Éditions. 

Note: JLL and its contents are Open Access publications under the Creative Commons Attribution 4.0 License. 
Copyright remains with the authors. You are free to share and adapt for any purpose if you 
give appropriate credit, include a link to the license, and indicate if changes were made. 

Publishing Open Access is free, supports a greater global exchange of knowledge and improves your visibility. 
 
 

http://dx.doi.org/10.14762/jll.2018.117
http://linguistica.sns.it/RdL/15.2/03.Wilson.pdf
https://doi.org/10.1163/9780857240941_002
http://doi.org/10.1093/oxfordhb/9780199697960.013.25
https://doi.org/10.1016/0024-3841(93)90058-5
https://doi.org/10.1016/0024-3841(93)90058-5
https://doi.org/10.1002/9780470756959.ch27
https://doi.org/10.1017/CBO9781139028370.010
https://doi.org/10.1017/CBO9781139028370.010
https://doi.org/10.1515/9783110214383.613
https://www.creativecommons.org/licenses/by/4.0/

	International Law, Pragmatics and the Distinction Between Conceptual and Procedural Meaning
	1. Introduction
	2. Relevance Theory
	3. Conceptual vs. Procedural Meaning
	4. The Examples of “And” and “Or”
	4.1. “And”
	4.2. “Or”

	5. Examples in International Law
	5.1. Example 1: “or”
	5.2. Example 2: “and”
	5.3. Example 3: “and”

	6. Conclusion
	References

